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1. CNN 구조를 구성하는 주요 층들을 설명하시오.

- 1., 입력층: 모델의 첫 번째 층으로, 입력 이미지를 받아들이는 역할을 한다.

2. 컨볼루션층: 입력 이미지에서 특징을 추출하는 층으로, 필터를 사용하여 중요한 패턴을 감지한다.

3. 풀링층: 특징 맵의 크기를 줄이고 계산 효율성을 높이는 역할을 한다.

4. 완전 연결층: 추출된 특징을 바탕으로 최종 분류를 수행하는 층임.

2. 데이터 증강 기법이 모델 성능에 미치는 영향을 논하시오.

- 회전, 크기 조정, 좌우 반전, 그외 밝기 조정과 채도조정 이동등이 있다. 이는 모델이 다양한 상황에서 잘 작동할 수 있도록 도와준다.

3. 오버피팅과 언더피팅의 차이점을 설명하고 해결 방안을 제시하시오.

- 과적합은 학습 데이터에서는 성능이 좋으나 검증 데이터에서는 성능이 떨어지는 것을 말하고 언더피팅은 학습 데이터와 검증 데이터 모두 성능이 좋지 않은 경우를 말한다. 오버피팅은 드롭아웃, 데이터 증강을 통해 해결하고 과소적합은 모델 구조를 변경하거나 학습 기간을 늘리는 방법으로 개선 가능하다.

4. 이미지 인식 모델에서 사용되는 손실 함수와 그 역할을 설명하시오.

- 손실 함수는 모델의 예측값과 실제 정답간의 차이를 수치로 계산해주는 함수다. 이 값이 작을수록 모델이 잘 예측한 것이다. 학습 과정에서 이 손실을 줄이는 방향으로 가중치가 조정된다. 이미지 분류 문제에서는 일반적으로 크로스 엔트로피 손실함수를 사용합니다.

5. 학습 곡선을 분석하여 모델의 학습 상태를 평가하는 방법을 설명하시오.

- 학습 곡선은 에포크로 측정한 loss와 accuracy 시각화한 그래프입니다. 학습 상태를 평가할 때 과소적합, 과적합이 있는지 확인해야한다. 이를 통해 추가 학습이 필요한지 판단할 수 있다.